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MATETT: Dr. Xiong Hui holds esteemed positions at the Hong
Kong University of Science and Technology (Guangzhou) as a
Chair Professor, Associate Vice-President for Knowledge Transfer,
and the Founding Head of the Artificial Intelligence Thrust. Dr.
Xiong received his Ph.D. in Computer Science from the University
of Minnesota-Twin Cities, USA. His research interests include data
science and artificial intelligence, and he has published over 400
papers in his field. His Google Citation amounts to over 42,000, with
an h-index of 92. He currently serves as the ACM SIGKDD Secretary,
the Co-Editor-in-Chief of Encyclopedia of GIS, the Deputy Director of the CCF Expert Committee
on Big Data, and the Editor-in-Chief of npj | Artificial Intelligence. He has served regularly on the

organization and program committees of numerous conferences, including as a Program Co-Chair
of the Industrial and Government Track for the 18th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining (KDD), a Program Co-Chair for the IEEE 2013 International
Conference on Data Mining (ICDM), a General Co-Chair for the 2015 IEEE International Conference
on Data Mining (ICDM), and a Program Co-Chair of the Research Track for the 2018 ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining. He previously served as Chief
Scientist (Smart City) and Deputy Dean of Baidu Research Institute, leading five research labs. Prof.
Xiong has received numerous honors and awards for his outstanding academic contributions, such
as the 2021 AAAI Best Paper Award, the 2017 IEEE ICDM Outstanding Service Award, and the 2011
IEEE ICDM Best Research Paper Award. For his outstanding contributions to data mining and mobile
computing, he was elected as a Fellow of the American Association for the Advancement of Science
(AAAS), Distinguished Scientist of the Association for Computing Machinery (ACM), and Fellow of
the Institute of Electrical and Electronics Engineers (IEEE).

#RE™WH: Human and Social Nature in Al Algorithms A T&&EEEZRNA SIS

IREWZE: Algorithms have been inspired by nature and human life and have been a part of human
technology ever since the stone stage. As the computers have been widely used for solving everyday
human problems, algorithms are fast-evolving and it becomes naturally to think algorithmically
about the human and nature world. In this talk, | would like to provide a humble and immature
view of human and social nature in algorithms. In particular, | would like to bridge the connections
between the fundamental principle and properties of these algorithms and the nature in Chinese
culture, such as I-Ching and Daoism, which conceive the natural world as a self-generating, complex
arrangement of elements continuously changing and interacting. For example, the balance principle
in I-Ching is frequently observed in algorithm design, such as the explore/exploit tradeoff for finding
the balance between trying new things and enjoying the favorites and the balance between recall
and precision.
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M AT Tingwen Huang is a Chair Professor at Shenzhen
University of Advanced Technology. He received his B.S. degree
from Southwest Normal University (now Southwest University),
China, 1990, his M.S. degree from Sichuan University, China,
1993, and his Ph.D. degree from Texas A&M University, College
Station, Texas, 2002. After graduated from Texas A&M University,
he worked as a Visiting Assistant Professor there. Then he joined
Texas A&M University at Qatar (TAMUQ) as an Assistant Professor

in August 2003, then he was promoted to Professor in 2013. Dr.
Huang' s research areas include neural networks, chaotic dynamical systems, complex networks,
optimization and control, smart grid. He is a Fellow of IEEE and IAPR (International Association for
Pattern Recognition). He is a Member of European Academy of Sciences and Arts, and a Fellow of
The World Academy of Sciences ( KEHEZRRZFM ).

&5/ B : Brief Introduction to Al and Several Algorithms for Optimization Problems
IREHIE: A brief introduction to the development of artificial intelligence includes the 2012 deep
neural network winning the ImageNet image recognition competition , and the 2016 AlphaGO
victory over the Go world champion, ChatGPT. Algorithms plays a critical role in artificial intelligence.
Then, two algorithms for optimization problems are introduced. One is to find the optimal solution
of the energy trading problem of microgrid based on reinforcement learning algorithm. No
information about the distribution of proceeds is available a priori, and the strategy chosen by each
microgrid is private to the adversary. To address this challenge, a repetitive game-based new energy
trading framework enables each microgrid to individually randomly select a strategy to maximize
his/her average income. The other is an optimization algorithm based on distributed asynchronous
broadcasting, which solves the distributed convex optimization problem on unbalanced directed
multi-agent (without central coordinator) networks with inequality constraints. Not only does the
algorithm allow agent updates to be asynchronous in a distributed manner, but the step sizes of
all agents are uncoordinated. An important feature of the proposed algorithm is that it deals with
constraint optimization problems in the case of unbalanced directed networks, the communication
of which may be affected by possible link failures.

+ 2024 ATEHEEMAS
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MAET: loannis Liritzis,with a PhD in Physics from
Edinburgh University and recipient of the University’ s

Scholarship, interviewed by Nobel Prize Winner Peter Higgs;
currently, he is a distinguished professor of archaeometry
and interdisciplinary approaches to archaeology, cultural
heritage, and paleoenvironment at Henan University, China;
and Professor at AMEU University, Slovenia. Dean of Class IV
(Natural Sciences) at the European Academy of Sciences & Arts
(Saltzburg). Formerly full professor & Director (& Founder) of
Laboratory of Archaeometry, Dept. of Mediterranean Studies at the
University of the Aegean (1999-2021). Initiator and Director-Coordinator of the Kastrouli Mycenean
Settlement archaeological-archaeometrical Project; Member of the European Academy of Sciences
& Arts; Corresponding Member of the Academie des Sciences, Arts & Belles Lettres, Dijon, France;

Honorary & Guest Professor of Samara State Institute of Culture, Russia; Honorary Fellow Edinburgh
University, Honorary Professor Rhodes University, South Africa; International Partner Center for
Cyber Archaeology & Sustainability at University of California San Diego. His prior career includes
the Greek Ministry of Culture, Dept of Underwater Antiquities (1984-1989), and the Academy of
Athens, Research Center for Astronomy & Applied Mathematics (1989-1999). He is the initiator of
the European Delphic Intellectual Movement in the European Academy of Sciences & Arts (Austria).

IREWH: Can we speak of Al in Archaeology?

IREEHSE: Is it rather premature to use of the term "artificial intelligence" (Al) in archaeology?
Noting that while machine learning and neural networks are used for tasks like classification,
and simulations may consider Al, the term may be overused. Algorithmic operations and neural
networks have already been used for many years. They do not include in the process the essential
concept of “intelligence” that is characteristic of the human dimension.

However, | argue that the term "Al" is still valuable as it highlights the delegation of human expertise
to machines.

Highlights will be presented on Al applications in language (decipher ancient languages,
preservation (Al for preserving & restoring artifacts), analyze artifacts, archaeological settlements
(locating new excavation sites), protection (securing and protecting sensitive archeological sites).
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MA@ 3K (CHEUNG, Yiu-ming) ABEREXFE (BX)
AIEGRHBEHEREEMERSRAREE | BEEHEEZXRII
RRRRIRAR T EMIEICE FHFAEIFTS, & IEEE Fellow,
AAAS Fellow, IET Fellow, ZEITEMNFS Fellow LAREEER
KiITFE (HEERIE), F 2020 F3Ri% IEEE iTHEREFRHHITD,
ftt#FIN 2019 = 2023 FHMBBAFFIARINA T ERESEGLE
BV H RN R AERRT 1%. SKEURIJ9 IEEE Transactions
on Emerging Topics in Computational Intelligence i+ 3 %R,
ItE5h, fibtbR IEEE HHEERFLEFBORBCIERAEERE, &F
2018-2022 F{B{E IEEE HENFLERERFERS (TC) £
B, RKERBEE KNSR ZISMEITBUREELRER S, &
URE. ZERMAUREEREFNATURAYHATR  AEXERSZITIRFARSW L, 41 IEEE Transactions
on Pattern Analysis and Machine Intelligence, IEEE Transactions on Information Forensics and
Security, IEEE Transactions on Image Processing. IEEE Transactions on Knowledge and Data
Engineering. IEEE Transactions on Neural Networks, IEEE Transactions on Circuits and Systems for
Video Technology. CVPR. IJCAI. AAAI, MM EBAFKICIE 300 &, HPNESEICIHER ( ESI
BEW5IEX)  (BIEAENFRIPEIKAERRT 1%) . KEURBIRESNFARI, BFF 2023 FILAHE ML
FRNHAHR, 2023-2024 FEFATERHFRIMRKR. 2024 FRACHR. WI-IAT2020 &EHFISIE
XK ZIRGFREFRRSNRIECNEE, HEARERIAEEEEEMRENS RGC). ERBARFE
€ (NSFC) LAK NSFC-RGC AAEEEFRAMB =R, KERIFAB—RPANBE=TURHEF,
F 2017 FERTHRRZTHS 45 EHARERABREL (ZRBEKS|THEE 700 13kE 40 MERL
2REE , RGBT 1000 AelFRBER~m) FRTENFENINEER (MERPHESR) Kin
TRESARE_IERAR , 73k 2017 FELEEFBEFRHAM AR EBLFTRIAR S, 1tHh, F 2018
FHRFIRE 46 EHANRERRBRTARFEIER (AIERPHERSHRI) URSERINER. thE
EERFE UCALL ACML, ICIP, ICPR, ICDM LAR WI ZFRHZSMERERSWNEFEZEREERE. ARE
REERE., WHEFS. KERR [EEE BREitEFSURITEIFESRY Fellow IFHREZERRITER. FRARR
BBMEARETEFRITER, URERESZR. FIREIZEMETHRER. e TERS S HTINEIESR,
40 : IEEE Transactions on Neural Networks and Learning Systems (2014-2020) |EEE Transactions on
Cybernetics, IEEE Transactions on Emerging Topics in Computational Intelligence, IEEE Transactions
on Cognitive and Developmental Systems, Pattern Recognition LAk Neurocomputing .

ik=5H: Deep Long-tailed Data Learning towards Visual Recognition

BEHE: Although deep learning has made great progress, a good model often requires a large
amount of artificially balanced and annotated data. Unfortunately, real-world data are often
unbalanced, typically exhibiting a long-tailed distribution, which refers to a small number of classes
with abundant training samples but the remaining large number of classes only with very few
training instances. Under the circumstances, the performance of deep learning models trained on
long-tailed data declines sharply in the tail classes. However, tail classes cannot be ignored in various
situations such as rare disease diagnosis, and anomaly detection. Subsequently, long-tailed data is
still very challenging to deep learning. In this talk, the impact of long-tailed data on deep learning
models will be first introduced. Then, the research progress in this area will be reviewed, including
some representative methods in the literature. Lastly, the potential research directions in this field

will be discussed.
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1 ICML/CVPR/RSS SR FIC 100 RiE, REERKBEFIFN
20 R, HhRGwE 188 ER/ERBANFESER. ERFHIEK
T, BHxIH 2030 ATEREEATIBSRIATR 10 RIT, BXH
RRENATIK. EEME. BEEFREET IEEE Transactions on Neural Network Learning System
ZHITIRY9mZE. =1E(E IEEE CYBER2019 #0 ICIRA2021 K&SEXSTEREE, |IEEE RCAR2023 #1 ICIRA2024
R=ERE, [EEE BRER,
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ENET EBERIREEaHES. RERAEEESSISNSNSABENESGE, DURBXEEER. M
TEUHAIN .
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MAfETT: Prof. Petia Radeva is a Full professor at the
Universitat de Barcelona (UB), Head of the Consolidated
Research Group “Artificial Intelligence and Biomedical
Applications (AIBA)” at the University of Barcelona. Her
main interests are in Machine/Deep learning and Computer
Vision and their applications to health. Specific topics of
interest: data-centric deep learning, uncertainty modeling, self-
supervised learning, continual learning, learning with noisy
labeling, multi-modal learning, NeRF, food recognition, food
ontology, etc.

She is Main editor in Chief of Pattern Recognition journal (Q1,
IP=8.0). She is a Research Manager of the State Agency of Research (Agencia Estatal de Investigacion,
AEl) of the Ministry of Science and Innovation of Spain.

Petia Radeva belongs to the top 2% of the World ranking of scientists with the major impact in the
field of TIC according to the citations indicators of the popular ranking of Stanford. Also, she was
selected in the first 6% of the ranking of Spanish and foreign most cited female researchers from
any field according to the Ranking of CSIC: https://Inkd.in/djx2Yz5p. Moreover, she was awarded
the prestigous “Narcis Monturiol” medal in 2024, IAPR Fellow since 2015, ICREA Academia’ 2015
and ICREA Academia’ 2022 assigned to the 30 best scientists in Catalonia for her scientific merits,
received several international and national awards ( “Aurora Pons Porrata” of CIARP. Prize "Antonio
Caparrds”  for the best technology transfer at UB, etc).

She supervised 24 PhD students and published more than 100 SCI journal publications and in total,
>400 international chapters and proceedings, her Google scholar h-index is 54 with >11900 cites.

ik&E: Data-centric Food computing

IREHIZE: Deep Learning (DL) has made remarkable progress, achieving super-human performance.
However, when it comes to classifying a complex domain as food recognition, there is still much
room for improvement. Additionally, DL relies on greedy methods that require thousands of
annotated images, which can be a time-consuming and tedious process.

To address these issues, we will discuss several data-centric approaches that help to the problem,
specially how self-supervised learning offers an efficient way to leverage a large amount of non-
annotated images and to make DL models more robust and accurate. Moreover, we will present
how a new combination of self-supervised, and prompt learning can help to the fine-grained food
recognition.
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MAEN: Umapada Pal received his PhD from Indian
Statistical Institute in 1997 and he did his Post Doctoral
research at INRIA, France. From January 1997, he is a faculty
member of Computer Vision and Pattern Recognition Unit of
the Indian Statistical Institute, Kolkata. He was the former
Head and at present he is a Professor (in HAG Scale) of the
Computer Vision and Pattern Recognition Unit. He is also an
Adjunct Professor of University of Technology Sydney, Australia.

His fields of research interest are towards different pattern
recognition and computer vision problems like Digital document
analysis, Camera/video text processing, Biometrics, Image retrieval, Keyword spotting, Video analysis,
Medical image analysis, Pose estimation, Image/video generation etc. He has published more than
535+ research papers in various international journals, conference proceedings and edited volumes.
Because of his significant impact in the Document Analysis research, in 2003 he received “ICDAR
Outstanding Young Researcher Award” from International Association for Pattern Recognition (IAPR).
In 2005-2006, Dr. Pal has received JSPS fellowship from Japan government. Dr. Pal has been serving
as General/Program/Organizing Chair of many conferences including International Conference on
Document Analysis and Recognition (ICDAR), International Conference on Frontiers of Handwritten
Recognition (ICFHR), International Workshop on Document Analysis and Systems (DAS), Asian
Conference on Pattern recognition (ACPR) etc. International Conference on Pattern recognition
(ICPR) will be in first time in India in 2024 under his leadership. Also, he has served as a program
committee member of more than 60 international events. He has supervised 17 PhD students. He
has many international research collaborations and currently supervising Ph.D. students of 5 foreign
universities. Also, he has visited more than 30 countries for his academic work. He is the In-Charge of
the joint research cluster of the Indian Statistical Institute and the University of Technology Sydney,
Australia. He is the founding Co-Editor-In-Chief of Springer Nature Computer Science journal.
He is serving as Associate Editor of many journals like Pattern Recognition, ACM Transactions of
Asian Language Information Processing, Pattern Recognition Letters (PRL), International Journal
of Document Analysis and Recognition, IJPRAI, and IET Biometrics. Also, he has served as a guest
editor of several special issues. He is a Fellow of International Association for Pattern Recognition
(IAPR), Fellow of the Asia-Pacific Artificial Intelligence Association (AAIA), Fellow of the International
Artificial Intelligence Industry Alliance (AllA), Fellow of Indian National Academy of Engineering
(INAE), Fellow of West Bengal Academy of Science and Technology (WAST) etc. He is the IAPR fellow
selection committee Chair for 2022-2024. Also, he is among the top 2% scientists in the world from
2020 as listed by the Stanford University.
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iR&REE: Can Computer Help Teachers in Grading of Examination paper?

IRESHIE: Abstract: Automation in the field of education has received special attention from
researchers to address several open challenges. One such open challenge is to develop systems

for automatically grading/evaluating descriptive answers of examination in contrast to the existing
methods developed for evaluating short answers and objective type questions. In this talk we
will discuss grading techniques of the descriptive answers written by different students without
any constraints. There are many challenges in such evaluation, and we will discuss the challenges
including the writing patterns. The notion of this evaluation is that the schema provides important
keywords that are relevant to answers. Based on the keywords and semantics analysis of the text, the
proposed work grades the examination paper. For better understanding some demonstrations will
be shown to the audience.

MAfEN: Shengzhong Liu is a Tenure-Track Associate
Professor at the Department of Computer Science and
Engineering at Shanghai Jiao Tong University. He received
his Ph.D. from the University of Illinois at Urbana-Champaign,
USA in 2021. His research focuses on intelligent Internet of
Things (IoT) and real-time edge computing. He has published
more than 40 papers in top-tier conferences and journals
including RTSS, UbiComp, SenSys, WWW, INFOCOM, ICML,
@ and NeurlPS. He is a recipient of NSFC Distinguished Young

Scholar (Overseas), Intel China Academic Talent, and Xiaomi
Young Scholar, as well as 6 best/outstanding paper awards from
international conferences like RTSS, SenSys, UbiComp, and RTAS.

iR&E@A: On Exploring Robust Foundation Models for Multi-Modal loT Signals

REME: With the explosion of large language models (LLM), artificial intelligence has been
evolving from domain-specific intelligence to cross-domain foundational intelligence, which is built
on efficient self-supervised model pretraining. However, standard self-supervised algorithms such
as contrastive learning and masked autoencoders often exhibit poor generalizability when faced
with challenges of information sparsity, noise interference, and domain shifts in loT applications
using multi-modal time-series data. Additionally, different from text and images, the data scale
required for effective self-supervised pretraining is often difficult to meet for 10T signals. This talk
reports our recent explorations on building foundation models for multi-modal IoT signals, focusing
on the progress and experiences in achieving robust multi-task and cross-domain generalization,
by designing efficient pretraining algorithms and data enrichment techniques to fully exploit low-
quality, asymmetric, and limited-scale multimodal signals.

is
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MAMETT: Wensheng Zhang received his Ph.D. degrees from
the Institute of Automation, Chinese Academy of Sciences
(CAS), and at present he is a Professor, Ph.D. Tutor and Deputy
Chief Engineer of the Institute of Automation, CAS, Chief
Professor of Artificial Intelligence at University of CAS, and
Dean of the CAS-Medic Institute of Artificial Intelligence. He
serves as the Key Group Expert of National Key Program of China

“Cloud Computing and Big Data” and “Internet of Things
and Smart City” , Evaluation Expert of National Natural Science

Foundation of China, Judge of China Science of Technology Awards, Vice Chairman of Internet of
Things Working Committee of China Instrument and Control Society, Deputy Director of Intelligent
Service Committee of China Artificial Intelligence Society and Intelligent Control Committee of China
Automation Society, Secretary General of Graphical and Human-Computer Interaction Committee of
China Automation Society, etc. He has wide research interests, mainly including artificial intelligence,
machine learning, pattern discovery of big data, cross-media analysis and reasoning, etc. He has
published more than 170 papers in top-tier international journals/conferences, obtained more than
70 domestic and foreign patents, 1 second prize for China Science and Technology Progress Award,
and 5 second prizes for Provincial/Ministerial Science and Technology Award.

&R : Tensor Multi-Elastic Kernel Self-Paced Learning for Time Series Clustering

IREHIE: Among all time series analysis techniques, time series clustering is one of the most
widely used methods, as it can identify interesting patterns in the absence of supervision, and
facilitate other data analysis tasks, such as classification, anomaly detection, and indexing. The
unique characteristics of time series, including high-dimension, warping and the integration of
multiple elastic measures, pose challenges for the present clustering algorithms, most of which
take into account only part of these difficulties. We make an effort to simultaneously address all
aforementioned issues in time series clustering under a unified multiple kernels clustering method.
The proposed approach can be extended to more challenging multivariate time series clustering
scenario in a direct but elegant way. Extensive experiments on 85 univariate and 10 multivariate
time series datasets demonstrate the significant superiority of the proposed approach beyond the
baseline and several state-of-the-art MKC methods.
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/M AfETT: Haibin Duan is a Full Professor with the School
of Automation Science and Electrical Engineering, Beihang
University, Beijing, China. He is the Head of the Bio-Inspired
Autonomous Flight Systems (BAFS) Research Group, Beihang
University, Beijing, China. He received the National Science Fund
for Distinguished Young Scholars of China in 2014. He is also
enrolled in the Chang Jiang Scholars Program of China, Scientific
and Technological Innovation Leading Talent of “Ten Thousand
Plan” -National High Level Talents Special Support Plan, and Top-

Notch Young Talents Program of China, Program for New Century Excellent Talents in University of
China, and Beijing NOVA Program. He has authored or coauthored more than 90 publications. He is
the Editor-in-Chief of Guidance, Navigation and Control, deputy Editor-in-Chief of Acta Automatica
Sinica, Associate Editor of the IEEE Transactions on Cybernetics, IEEE Transactions on Circuits and
Systems |: Regular Papers and IEEE Transactions on Circuits and Systems II: Express Briefs. His current
research interests are multi-UAV swarm autonomous control, bio-inspired intelligence, and biological
computer vision.

REREH: UAV Swarm Inspired by Bird Flock Intelligence Incentive and Convergence

REHHE: Nature is a rich source of human creativity. On the basis of a series of flight experiments
on bird flock behavior in nature, the internal mechanism of different behavior phenomena of birds
is analyzed through collecting and processing the experimental data of different flight behavior of
birds, and the bird flock intelligence incentive and convergence behaviors are modeled. The positive
and negative feedback mechanism model of bird flock intelligence emergence is constructed. The
mapping relationship between the bird flock intelligence incentive and convergence and the flight
of unmanned aerial vehicles (UAVs) is studied. Inspired by the different behavior models of bird flock
intelligence incentive and convergence, the UAV cooperative searching method based on the bird
flock intelligence incentive and the UAV swarm countermeasure method based on the bird flock
intelligence convergence are proposed. The recent progresses in incentive and convergence in bird
flock intelligence will also be highlighted.
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MAET: Long Cheng received the B.S. (Hons.) degree in
control engineering from Nankai University, Tianjin, China,
in 2004, and the Ph.D. (Hons.) degree in control theory and
control engineering from the Institute of Automation, Chinese
Academy of Sciences, Beijing, China, in 2009. He is currently a
Full Professor with the Institute of Automation, Chinese Academy of
Sciences. He is also an adjunct Professor with University of Chinese

Academy of Sciences. He has published over 200 technical papers
in peer-refereed journals and prestigious conference proceedings. He was a recipient of the IEEE
Transactions on Neural Networks Outstanding Paper Award from IEEE Computational Intelligence
Society, the Aharon Katzir Young Investigator Award from International Neural Networks Society
and the Young Researcher Award from Asian Pacific Neural Networks Society. He is currently
serving the Associate Editor/Editorial Board Member of IEEE/ASME Transactions on Mechatronics,
IEEE Transactions on Cybernetics, IEEE Transactions on Automation Science and Engineering, IEEE
Transactions on Cognitive and Developmental Systems, Science China Information Sciences, Science
China Technological Sciences, and Acta Automatica Sinica.

Dr. Cheng is a Fellow of the IEEE/IET.

E&EREH: Intelligent Human-Machine Interaction for Wearable Robots

Wearable robots have extensive applications in various labor-intensive industries such as
rehabilitation care, elderly and disabled assistance, and unloading and transportation. Achieving
natural human-machine interaction between wearable robots and users is a highly challenging task.
{psigEs. This talk aims to introduce some recent challenges and advances on the human-machine
motion compliant mechanical design, sensing and understanding technologies for human-robot
interaction, and active interactive control techniques based on the intention of users.
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#BEME: Ship Motion Data-driven Sea State Estimation for Autonomous Ships
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MAETT: Massimo Tistarelli received the Phd in Computer
Science and Robotics in 1991 from the University of Genoa. He is
Full Professor in Computer Science (with tenure) and director of the
Computer Vision Laboratory at the University of Sassari, Italy. Since
1986 he has been involved as project coordinator and task manager
in several projects on computer vision and biometrics funded by
the European Community.
Since 1994 he has been the director of the Computer Vision
Laboratory at the Department of Communication, Computer and
Systems Science of the University of Genoa, and now at the University of Sassari, leading several
National and European projects on computer vision applications and image-based biometrics.

Prof. Tistarelli is a founding member of the Biosecure Foundation, which includes all major European
research centers working in biometrics. His main research interests cover biological and artificial
vision (particularly in the area of recognition, three-dimensional reconstruction and dynamic scene
analysis), pattern recognition, biometrics, visual sensors, robotic navigation and visuo-motor
coordination. He is one of the world-recognized leading researchers in the area of biometrics,
especially in the field of face recognition and multimodal fusion. He is coauthor of more than 150
scientific papers in peer reviewed books, conferences and international journals. He is the principal
editor for the Springer books “Handbook of Remote Biometrics” and “Handbook of Biometrics
for Forensic Science” .

Prof. Tistarelli organized and chaired several world-recognized several scientific events and
conferences in the area of Computer Vision and Biometrics, and he has been associate editor for
several scientific journals including IEEE Transactions on PAMI, IET Biometrics, Image and Vision
Computing and Pattern Recognition Letters.

Since 2003 he is the founding director for the Int.| Summer School on Biometrics (now at the 21st
edition — http://biometrics.uniss.it). He is a Fellow member of the IAPR and Senior member of IEEE,
and he served as Vice President of the IAPR and the IEEE Biometrics Council. In 2022 he has been
awarded the “Meritorious Service Award” from the IEEE Biometrics Council.
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#R&E@A: Human Face Recognition: Learning from Biological Deep Networks

Face Recognition has been extensively studied as a mean to facilitate man-machine interaction in a
variety of different applications. Due to the imaging variabilities and to the complex nature of the
BEHE: face shape and dynamics, analyzing and recognizing human faces from digital images is
still a very complex task.

In the last decade deep learning techniques have strongly influenced many aspects of computational
vision. Many difficult vision tasks can now be performed by deploying a properly tailored and trained
deep network. Oxford University’ s VGG-face is possibly the first deep convolutional network
designed to perform face recognition, obtaining unsurpassed performance at the time it was firstly
proposed.

The enthusiasm for deep learning is unfortunately paired by the present lack of a clear
understanding of how they work and why they provide such brilliant performance. The same applies
to Face Recognition.

Over the last years, several and more complex deep convolutional networks, trained on very
large, mainly private, datasets, have been proposed still elevating the performance bar also on
quite challenging public databases, such as the Janus IJB-A and 1JB-B. Despite of the progress in
the development of such networks, and the advance in the learning algorithms, the insight on
these networks is still very limited. For this reason, in this talk we analyse the neural architecture
of the early stages of the human visual system to devise a biologically-inspired model for face
recognition. The aim is not pushing the recognition performance further, but to better understand
the representation space produced from a deep network and how it may help explaining the process
undergoing a real biological neural architecture.

In this talk we analyse an hybrid model network trying to better understand the role of the different
layers, including the retino-cortical mapping simulated by a log-polar image resampling. The
following issues will be addressed:

. What is the representation space within a deep convolutional network and how this reflects
the organization of the human visual cortex.

. How the retino-cortical mapping, implemented in the human visual system, may impact the
representation space, hence improving the classification performance.

. The relevance of peripheral vs foveal vision, coupled with visual attention, for face
recognition.
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